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Learning Exploration Policies for Navigation

Approach

• Reconstruct the 3D world as the agent moves.

• Project the point cloud onto the ground plane to 

get the coverage map Mt.

• Calculate an intrinsic coverage reward:

Rint
cov t = C Mt+1 − C(Mt)

Rint
coll t = −Bump(t + 1)

R t = αRint
cov t + βRint

coll t

• Initialize policy from imitation learning.

• Finetune policy using RL.
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Experiments

Use House3D Environment. Train on 20 houses. Test on 20 new houses.

More robust to noise than 

classical methods.

Learning helps when mis-match 

between geometry and affordance.

Performs better than 

other baselines.

Ablation Study

Imitation learning, 

RGB input helps.

Reinforcement learning, 

map input helps.

Using Exploration
Increased navigation efficiency.Goal image localization.
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Introduction

Task-independent exploration of new environments.

• Classical navigation:

• Ignore exploration and rely on a human 

operator for map building.

• Ignore semantics, sensitive to noise, crucially 

rely on specialized sensors.

• Learning-based navigation:

• Only study training environments.

• Entirely task-driven.
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